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Today’s Topic
* Pretraining Transformers

* Scaling Law and Large Language Models

e Post-training Language Models and-More Applications
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Story So Far

* Language model techniques

* Learning: expensive softmax operator (NCE, H-softmax)
* Inference: beam search

* Embedding: contextualized embeddings

* Seq2Seq model

» Generic architecture for conditioned language modeling

e Attention

* Learning order/scale-invariantrepresentations
e Capture distantiinteractions

* Transformet: attention is all you need for sequence modeling (since 2017)
e ....and even images (since 2021)
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Different Sequence Models

e CNN v.s. LSTM v.s. Transformer

Convolution Recurrence Self-Attention
[ |
T2 % & oar T 0N R ET
>
Sal OT 1

* Embedding methods
* Word2vec: static embedding

* ELMo: pretraining bidirectional LSTMs for contextualized features
* Transformer encoder: powerful bidirectional sequence encoder
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Different Sequence Models

e CNN v.s. LSTM v.s. Transformer

Convolution Recurrence Self-Attention
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* Embedding methods
* Word2vec: static embedding
* ELMo: pretraining bidirectional LSTMs for contextualized features
* Transformer encoder: powerful bidirectional sequence encoder

* |dea: pretraininglargé.transformers!

* Pretrainedtransformers also lead to good representations!
wn * Foundation of most nowadays,NLP, applications
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Pretraining Transformers

* Collect a large amount of corpus and pretrain alarge transformer

* For down-stream tasks, fine-tune the pretrained model
e Or use the pretrained model to extract features

* How to pretrain a transformerronitexts?
* Pretrain an encoder
* Bi-directional
* Pretrain a decoder
* Auto-regressive
* Also both encoder.and decoder

Encoders

L 22271 Decoders
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Pretraining Transformers

* Collect a large amount of corpus and pretrain alarge transformer

* For down-stream tasks, fine-tune the pretrained model
e Or use the pretrained model to extract features

* How to pretrain a transformer-on texts?
* Pretrain an encoder
e Bi-directional
* Pretrain a decoder
* Auto-regressive
* Also both encoder.and decoder

Encoders

1222271 Decoders
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Pretraining Transformer Encoder

* Pretraining a bi-directional encoder
* We cannot directly adopt language model\learning
 |dea: word prediction given contexts (similar.to word2vec)

* Masked Language Model

 Randomly “masked out” some words

went store
* Run full transformer encoder [ Ab
* Predict the words at masked positions hi, ..., by

* Designed for feature extraction
* More suitable for down-stream tasks

| [M] to the [M]
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Pretraining Transformer Encoder

* BERT: Pre-training of Deep Bidirectional Transformers

* Devlin et al, Google, 2018
 BERT-base: 12 layers, 110M params

* BERT-large: 24 layers, 340M params [Predict these!] went to store
* Training on 64 TPUs in 4 days ? ? *
* Fine-tuning can be done in a single GPU Transformer

* Masked language model Encoder

* Randomly select 15% of'word tokens
* Mask out 80% of the selected tokens | | \ | |

* Replace 10% of selected words with random tokens | pizza to the [M]
* For 10% of selected words remain unchanged {
* Predict the selected tokens

[Replaced] [Not replaced] [Masked]
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Pretraining Transformer Encoder

* BERT: Pre-training of Deep Bidirectional Transformers

* Devlin et al, Google, 2018
 BERT-base: 12 layers, 110M params

 BERT-large: 24 layers, 340M params [Predict these!] Wint t? Sto‘rre

* Training on 64 TPUs in 4 days

* Fine-tuning can be done in a single GPU Transformer

* Masked language model Encoder
System MNLI-(m/mm) QQP QNLI SST-2 CoLA STS-B MRPC RTE Average
392k 363Kk 108k 67k 8.5k 5.7k 3.5k 2.5k -

Pre-OpenAl SOTA 30.6/80.1 66.1 82.3 93.2 35.0 81.0 86.0 61.7 74.0
BiLSTM+ELMo+Attn 76.4/76.1 64.8 79.8 90.4 36.0 13.3 84.9 56.8 71.0
OpenAl GPT 32.1/81°4 70.3 87.4 91.3 454 80.0 82.3 56.0 31
BERTgAsE 84.6/83.4 71.2 90.5 93.5 52.1 85.8 88.9 66.4 79.6

BERT | arGE 86.7/85.9 T2, Fevvriont QL Toinahe GGty 60.5 86.5 89.3 70.1 82.1
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Pretraining Transformer Encoder

e BERT: Pre-training of Deep Bidirectional Transformers (Google 2018)

* RoBERTa: A Robustly Optimized BERT Pretraining Approach
* Facebook Al, 2019

, 5 [Predict these!] went to store
* More compute, data and improved objective t t t
Transformer
Model data  bsz sfeps _SQUAD MNLI-m SST-2 Encoder
(v1:472.0)
RoBERTa | | ‘ | |
with BOOKS + WIKI  16GB . 8K 100K, 93.6/87.3  89.0 953 | pizza to the [M]

+ additional data (§3.2) 160GB+_8K 100K 94.0/87.7 89.3 95.6

+ pretrain longer 160GB° 8K~ 300K 94.4/88.7 90.0 96.1 ‘[
+ pretrain even longer < 160GB &K 500K 94.6/89.4 90.2 96.4

BERT arce [Replaced] [Not replaced] [Masked]
“3yith BOOKS + WIKI 13GB . 256 IM  cO@i9Y8 18- TsinnuRpgsitv Q37 1
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Pretraining Transformers

* Collect a large amount of corpus and pretrain alarge transformer

* For down-stream tasks, fine-tune the pretrained model
e Or use the pretrained model to extract features

* How to pretrain a transformer-on texts?
* Pretrain an encoder
 Bi-directional (e.g., BERT,.RoBERTa)
* Pretrain a decoder
* Auto-regressive
* Also both encoder.and decoder

Encoders

1222271 Decoders
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Pretraining Transformers

* Collect a large amount of corpus and pretrain alarge transformer

* For down-stream tasks, fine-tune the pretrained model
e Or use the pretrained model to extract features

* How to pretrain a transformer-on texts?
* Pretrain an encoder
* Bi-directional
* Pretrain a decoder
* Auto-regressive
e Also both encoder.and decoder

Encoders

1222271 Decoders
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Pretraining a Multi-Task Encoder-Decoder

* T5 (Google, 2019)

* Multi-task training
* Generalize to general QA

4/21

OpenPsi @ 111S
Yi Y,
QOriginal text
Thank you fef inviting me to your party last week.
Inputs

Thank you <X> me to your party <Y> week.

Targets
<X> for inviting <Y> last <7~

"Das 1ist gut."]

"cola sentence: The
course is jumping well.”

"not acceptable”]

on the grass. sentence2: A rhino

"stsb sentencel: The rhino grazed
is grazing in a field."

“summarize: state authorities
dispatched emergency crews tuesday to
survey the damage after an onslaught
of severe weather in mississippi..”

"six people hospitalized after
a storm in attala county.”

14
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Pretraining a Multi-Task Encoder-Decoder

* T5 (Google, 2019)

* Multi-task training

* Generalize to general QA

* FLAN-T5 (Google, 2022)

* T5 with fine-tuning
e Large-scale training

4/21

[ “translate English to German: That/is good."

"cola sentence:

* Text-to-Text Transfer Transformer Lo X

on thel grass. sentence2: A rhino

"stsb sentencel: The rhino grazed
is,grazing in a field."

“summarize: state authorities
dispatched emergency crews tuesday to
survey the damage after an onslaught

of severe weather in mississippi..”

s
[wn)
T

—e— 1,836 tasks

b
o
T

—o— 282 tasks
89 tasks
9 tasks
—o— No finetuning

Normalized average.on
held-out'tasks (%)

| |
8B 62B 540B
Copyright @ 111S, Tsinghua University

Model size (# parameters)

Normalized average on
held-out tasks (%)

60

40

"Das ist gut.”]

"not acceptable”]

"six people hospitalized after
a storm in attala county.”

B 540B model
62B model
'r__.’_ﬂ,_ﬂ-———_ﬁ.(——,—/._‘——.————-.

8B model

0 9 89 282 682 1,%26

Number of finetuning tasks
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Pretraining Transformers

* Collect a large amount of corpus and pretrain alarge transformer

* For down-stream tasks, fine-tune the pretrained model
e Or use the pretrained model to extract features

* How to pretrain a transformer-on texts?
* Pretrain an encoder
* Bi-directional
* Pretrain a decoder
* Auto-regressive

* Also both encodeér.and decoder (T5/FLAN-T5)

Encoders

1222271 Decoders

16
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Pretraining Transformers

* Collect a large amount of corpus and pretrain alarge transformer

* For down-stream tasks, fine-tune the pretrained model
e Or use the pretrained model to extract features

* How to pretrain a transformer-on texts?
* Pretrain an encoder
* Bi-directional
* Pretrain a decoder
* Auto-regressive
* Also both encoder.and decoder

Encoders

1222271 Decoders

17
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Pretraining Transformer Decoder

* Decoder Pretraining

 Just train a language model over the corpus!
* Great for generative tasks (e.g. text generation) & even beyond

* Generative Pretrained Transformer (GPT,-Radford et al, OpenAl 2018)
e 12-layers transformer, 768-d hidden, 3072-d MLP, BooksCorpus (>7k books)
* GPT-2 (Radford et al, OpenAl 2019:.2) W2 W3 Wi W5 We

S S
* 1.5B parameters, 40GB/internet texts

* GPT-3 (OpenAl, 2020.5)

* Language Model are Few-Shot Learners, 175B parameters MT

» Also ImageGPT'(2020.1), ChatGPT (2022.11), GPT-4(2023)

4/21 Copyright @ 111S, Tsinghua University 18
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Pretraining Transformer Decoder

 GPT-2 (Alec Redford et al., OpenAl, 2019)
* 1.5B parameters, 48 layers transformer,trained. on-10B tokens

Language Models are Unsupervised Multitask Learners

Alec Radford ! Jeffrey Wu "' Rewon Child! David Euan' Dario Amodei ™' Ilya Sutskever ™'
New research direction: prompt learning

» Zero-shot SOTA performance on/a lot of NLP tasks (https://arxiv.orq/pdf/2107.13586.pdf )
» Task descriptions as'sequence-prefix (prompt), no task specific training

LAMBADA LAMBADA CBT-CN CBT-NE WikiText2 PTB  enwik8 text8 WikiText103 I1BW

(PPL) (ACC) (ACC) (ACC) (PPL) (PPL) (BPB) (BPC) (PPL) (PPL)
SOTA 99.8 59.23 85(7 82.3 39.14 4654 099  1.08 18.3 21.8
117M 35.13 45.99 87.65 83.4 2941 6585 1.6 1.17 37.50 75.20
345M 15.60 55.48 92.35 87.1 2276 4733 101 1.06 26.37 55.72
762\ 10.87 60.12 93.45 88.0, e o 993 . 4031 097 102 22.05 44575 o

1542M 8.63 63.24 93.30 89.05 18.34 35.76 0.93 0.98 17.48 42.16
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Pretraining Transformer Decoder
* Image GPT (OpenAl, ICML 2020)
* Alarge transformer-based generative model over image pixels
* Learned features allow zero-shot classification (linear probing)
95% ./o

05 . /
91% ¢

89% /

87%

. g T T T T
it o IS, Tsinghua Universityz'l2 2.10 2.08 2.06 20
r Validation Loss
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Pretraining Transformer Decoder

* GPT-3: Language models are few-shot learners (OpenAl, NIPS2020)
* 500B tokens, 175B parameters of transformer
* Approach SOTA methods on a wide range of NLP tasks without any fine-tuning

SuperGLUE Performance

—8— Zero-shot

Human

Setting CoQA DROP QuAC SQuADv2.« RACE-h -RACE-m 90 Finé tuned SOTA —e— One-shot
Few-shot (K=32)

Fine-tuned SOTA  90.7¢  89.1>  74.4° 93.0¢ 90.0° 93.1¢

GPT-3 Zero-Shot ~ 81.5 23.6 41.5 59.5 45.5 58.4 80

GPT-3 One-Shot  84.0 34.3 43.3 65.4 45.9 57.4 e

GPT-3 Few-Shot  85.0  36.5 443  69.8 468 58.1 R 0 P e BERY [arge
Setting PIQA ARC (Easy) ARC (Challenge) OpenBookQA % 60 /\//
Fine-tuned SOTA 794 92.0[KKS*20} 78.5[KKS*20] 87.2[KKS20] A
GPT-3 Zero-Shot  80.5* 68.8 St4 57.6 50
GPT-3 One-Shot  80.5*% 71.2 53.2 58.8 Random Guessing
GPT-3 Few-Shot  82.8*% 70.1 51.5 65.4

4/21 Copyright @ I11S, Tsinghua University 400.1 0.4 0.8 13 26 6.7 13 21 175

Billions of Parameters in LM
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Pretraining Transformer Decoder

* GPT-3: Language models are few-shot learners (OpenAl, NIPS2020)
* The concept of In-context learning
* You may not need to fine-tune the model parameters for domain-specific task

Few-shot

In addition to the task description, the model sees a few

examples of the task. No gradient updates are performed. ] _
Codée™Npvdine(df.query("continent == 'Europe' and country == 'Franc

1]

y='gdwPercap', color='country', log_y=False, log_x=False)

Translate English to French: task description %\ peseription: Actually, replace GDP with population
sea otter => loutre de mer exXamples Code: px.line(df.query("continent == 'Europe' and country == 'France =
y="pop', color="country', log_y=False, log_x=False)

peppermint => menthe poivree
Description: Put y-axis on log scale

plush girafe => girafe peduehe

I}

Code: px.line(df.qguery("continent == 'Europe' and country == 'Franc

y="pop', color="country', log_y=True, log_x=False)
cheese => prompt

4/21 Copyright @ 111S, Tsinghua University 22
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Pretraining Transformer Decoder

* Fine-tuning v.s. Zero-Shot (prompting) v.s.. Few-shot (in-context learning)

Fine-tuning Zero-shot Few-shot
The model is trained via repeated gradient updates using a

The model predicts the answer given only a-natural language In addition to the task description, the model sees a few
large corpus of example tasks.

description of the task. No gradient updates are performed: examples of the task. No gradient updates are performed.

sea otter => loutre de mer example #1
Translate English to Frengh: task'description . o
Translate English to French: task description
cheese => prompt
sea otter => loutre de mer examples
peppermint => menthe poivreée example #2 peppermint => menthe poivree
One-shot plush girafe => girafe peluche
In addition to the task description, the model sees a single cheese => prompt
example.of the task:"Na gradient updates are performed.
plush giraffe => girafe peluche example #N Translate English to French: task description
sea_ottén => loutre de mer example
cheese => prompt

chees4y24> prompt Copyright @ I11S, Tsinghua University 23
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Pretraining Transformer Decoder

* In-context learning: the model is trained‘once, and then put data as
part of the input (prompt) to the model.
* The capability is first observed in GPT-3
* More in-context examples, betterfinal performance

Zero-shot One-shot Few-shot

) 1 JE— S e S

ol e
N

175B Params

Natural Language
Prompt

\

60

50

40

Buiusea| 1xa1u02-u|
Buluieaj 1xaju09-y|
Bujules| xaftod-u|

30

Accuracy (%)

No Prompt

20

10
- 1.3B Params

OD" 0 1
4/21 Copyright @ I111S, Tsinghua University 10 10 24

Number of Examples in Context (K)



Training Petaflop/s-days
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Pretraining Transformer Decoder

* Computation used by GPT-3

 More training compute, lower validation loss
Total Compute Used During Training

10000
1000
[72]
8
100 b
c
RS
©
!
g
10
1 e @ ) e N ) e QD Q N @ Q Q ooy 2% iis
& S S @ ST @ ¢y B 6 19
R 2SR <& R & L& T @ Capyriohg® IS ﬁsinqh,gafﬂnive&é’-itv o
& & &£ &N < & oL g &g
¢ K & &8 S
Q_O Q.o (©)

L, =2.57~C 0018

T 107

10°

OpenPsi @ I11S
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Compute (PetaFLOP/s-days)

2

10
25

Parameters



Model Size (in billions of parameters)
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Pretraining Transformer Decoder

* A big ongoing race since 2021 to train even larger-language models
* Megatron-Turing NLG (530B, Microsoft,2021.10)

* Pathways Language Model (540B,-Google, 2022.4) Why do people

train larger models?

1000

GPT-3 (175B)

100 Megatron-Turing NLG (530B)

Megatron-LM (8.3B)
Turing-NLG (3#.2B)

10 -
T5 (11B)

GPT-2 (1.5B)

3 BERT-Large (340M)
01 o

ELMo (94M)

0.01 4/21 Copyright @ 111S, Tsinghua University 26
2018 2019 2020 2021 2022
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Scaling Law

* A simple rule for predicting LLM performances (OpenAl, 2020)

* You can perform experiments on smallmodels and-extrapolate on larger ones

Scaling L.aws for Neural LLanguage Models

Jared Kaplan * Sam McCandlish*
Johns Hopkins University:; OpenAl OpenAl

jaredk@jhu. edu sam@openai .com

Tom Henighan Tom B. Brown Benjamin Chess Rewon Child

OpenAl OpenAl OpenAl OpenAl
henighanQopenai.com tom@openai.com bchess@openai.com rewon@openai.com
Scott'Gray Alec Radford Jeffrey Wu Dario Amodei
OpenAl OpenAl . . OpenAl OpenAl
4/21 Copyright @ I11S, Tsinghua University
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Test Loss
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Scaling Law

* A simple rule for predicting LLM performances (OpenAl, 2020)
 Compute, dataset size and parameters-are key factors for LLM performances
* You can fit an power law for these factors

7 4.2
6 — L= (D/54-1013)"00% | 561 —— L =(N/8.8-1013)70.076
. 3.9 18]
\ 3.6 40/
3.3 39
3 ]
3.0
, 2.4
L= (Cminf2-3 - 108)_0'050
2 T T . T 2?' T T ———T T T — — . ;
102 1077 10°° 1073 _ (10 10! 108 10° 105 107 10°
Compute Dataset Size Parameters
PF-days, non-embedding tokens non-embedding

4/21 Copyright @ 111S, Tsinghua University 28
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Scaling Law

* A simple rule for predicting LLM performances (OpenAl, 2020)

* OpenAl suggests that you should trainlarger models!
e Claim from the perspective of 2020

Larger models require fewer samples The optimal model size grows smoothly
to reach the same performance with the loss target and compute budget
R $m _ Line color indicates
Test Loss 10 10 ) number of parameters
N
8 8
6 6 -
Compute-efficient
training stops far
short of convergence
4 4
4/21 107 100 107" copyright @ 111S, Tsindflua University™® 102 100

Tokens Processed Compute (PF-days)

OpenPsi @ I111S
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Scaling Law: The Chinchilla Law

* The optimal model size and training tokens given a fixed compute
budget (DeepMind, 2022)

* TL;DR: every doubling the model size, the training tokens should be also
doubled (training tokens matter!!1!)

O DeepMind

Training Compute-Optimal Large Language Models

Jordan Hoffmann*, Sebastian Borgeaud*, Arthur Mensch*, Elena Buchatskaya, Trevor Cai, Eliza Rutherford,
Diego de Las Casas, Lisa Anne Hendricks, Johannes Welbl, Aidan Clark, Tom Hennigan, Eric Noland,
Katie Millican, George van den Driessche; Bogdan Damoc, Aurelia Guy, Simon Osindero, Karen Simonyan,
Erich Elsen, Jack W. Rae, Oriol Vinyals and Laurent Sifre*

*Equal contributions

4/21 Copyright @ 111S, Tsinghua University 30
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Scaling Law: The Chinchilla Law

* The optimal model size and training tokens given a fixed compute

4/21

budget (DeepMind, 2022)

* TL;DR: every doubling the model size, the training tokens should be also

doubled (training tokens matter!!1!)

* You can have a smaller but better model with more data

Model

Size (# Parameters)

Training Tokens

LaMDA (Thoppilan et al;,'2022)
GPT-3 (Brown et al.,»2020)
Jurassic (Lieber et.al., 2021)
Gopher (Rae et al.;;:2021)

MT-NLG 530B (Smith et al., 2022)

137 Billion
175 Billion
178 Billion
280 Billion
530 Billion

168 Billion
300 Billion
300 Billion
300 Billion
270 Billion

Chinchilla

70 Billion

1.4 Trillion

Copyright @ 111S, Tsinghua University

OpenPsi @ I111S
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Scaling Law: The Chinchilla Law

OpenPsi @ I111S

* The optimal model size and training tokens given a fixed compute
budget (DeepMind, 2022)

* Left: given different compute/#params;-track-the loss of different token size

* Right: fit the best loss w.r.t. tokens/params.at each compute

6.0 -10B
55
5.0
-2.5B
4.5
@
© 4.0
< \ -250M
C30 .
l_
-75M
2.5
-
2.0

1017 1018 1019 1020 1021 1022

FLOPS
4/21

Parameters

1T
100B &7
*aw
w2y
1.0B "p
4"5?""
T00M - S
1017 10].9 102]. 1023

FLOPs
Copyright @ 111S, Tsinghua University

1012 )

1011 "Il
0 4;ﬁfl'
=
¢ o
= 1010 "J‘/
L J
o
10° ',xﬂﬁ
1025 1017 1019 1021 1023
FLOPs

1025
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Scaling Law: Architecture Matters

e LSTM v.s. Transformers (OpenAl, 2020)

* Transformer is a better architecture for a better scaling law
* Can we have a better or more efficient architecture for better scaling laws?

Transformers asymptotically outperform LSTMs LSTM plateaus after <100 tokens
due to improved use of long contexts Transformer improves through the whole context
Test Loss 5.4 Per-token
Test'Loss 6
4.8
4.2 1 LSTMs 4
F ] Parameters:
3.6 N 400K
14 ayer 5 400K
2 Layers oM
3.01 Transformers 4 Layers M
3 | 200M
2.4 300M
LR | T T T L | T T T LI | T 2 T T T T LA L | T T T T LA | T T T L L |
10 1086 107 108 109 . o 101 102 103
4/21 Copyright @ I11S, Tsinghua University 33
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Mixture-of-Expert

Mixtral of

experts

A high quality Sparse Mixture-of-Experts.

Y, , Mistral Al
@ anistralar
magnet:?

xt=urn:btih:9238b09245d0d8cd915be09927769d5f7584ci1c9&dn=mixt
ral-
8x22b&tr=udp%%3A%%2F%2Fopen.demonil.com%3A1337%2Fannounce&tr

=http%3A%2F%2Ftrackeropentrackr.org%3A1337%2Fannounce &deepseek

DeepSeekMoE: Towards Ultimate Expert Specialization in
Mixture-of-Experts Language Models

4/21 Copyright @ 111S, Tsinghua University 34
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Mixture-of-Expert

* Switch Transformers (Google, 2022)

* The key idea is to replace the FFN modulejin a classical transformer (dense) to
a routing module, which consists of a collection of smaller FFNs

Y1 EEEIEI

-
-
- -
-
-
-

[

Add + Normalize

Dense Model

Add + Mormalize
5

¥, OO

K\

&

1

1

FFMN Layer | {

l

Add + Mormalize l

t

Self-Attention

!

—

FFN FFN 1
[ 1 -
Add.+ Narmalize ]4—.
T t
Self-Attention
) t

< CELLLL

"rh&"
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Copyright @ 111S,

¥
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Add + Mormalize

1

. Sparse FFN Layer

T

[ Add + Normalize ]

¥1 EEE:I:D
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Sparse Model

Add + Nurmallze

YzEEE

[1TT]

1—--

{ RN T ﬁ] FFN 3| [FFN 4] FNz FFN 3| [FFN A }

T

Self-Attention

1

X
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x, (TTITT X

Self-Attention

"The"

"Dog"

T —
.
EEEEEE
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OpenPsi @ 111S
Mixture-of-Expert
* Switch Transformers (Google, 2022) [ A— N
* The MOE Iayer ,”/’ - ‘;[ ! Add + Normalize ! ]1
e Expert y T S — SR
e The small FFNs [ Add+:ormaize {:'[‘FFN1J[FFN2][FFN3J[FFN4] FFN 1 [FFN2][FFN3J[FFN4]‘::

f e N\ S
* ROUter [ Switching FFN Layer ] p=065 \L L hmot
* Select which 0

Add + Nermalize ] \

experts to process 1

th e tO ke N - _Self—At1t‘ention o ( ‘:[ Add + Normalize ](—

* Select top-k experts X Seff-Attention
o S arSit \\\‘ ositional { ositional k
p y . O el?"nbetddinlg G,? eliﬂbetddiﬂlg G‘?
* Only a few. parameters.are activated > ITTTTT] »[IIII
* MoE: Same flops.=> more parameters More Parameters

4/21 Copyright @ 111S, Tsinghua University 36



Neg Log Perplexity

Lecture 10, Deep Learning, 2025 Spring
OpenPsi @ I11S

Mixture-of-Expert

* A much more efficient model and a better scaling-law

4.1
-1.24
—1.3- 3.3
—1.41 2.7
~1.51 X Speedup A 55l
< — —» g 22
—1.6-
1.8
-1.74 S
15 \
-1.84
Switch-Base: 128e 64 x 1T
Switch-Base: 64e 18 1019 1020 1021 1022 1023 1024 1025 26
—1.91 e s 10 10 10%° 102! 10?2 10?° 10%* 10%° 10
- T5<Base FLOPS
_2.0 T 1 1 1 1 1 1
50 100 180 200 250 300 350 —_ 8 16 w32 o 64
Training Time
= MoE (optimal scaling) MoE (G = 1) = = Dense Transformer

Copyright @ 111S, Tsinghua University
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Switch Transformer (Google, 2022) Scaling Laws for Fine-Grained Mixture of Experts (2024)
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Mixture of Experts: Challenges

MoE Transfomer Encoder
with device placement

[ Encoder { Encoder ‘
. . output [TShard 1) output (:hard E)
* MoE makes training more complex e A
( - I = \ ( : .
* Pros: MoE allows better parallel training Pl (W
e Cons: you need a better training system:/ — —
o Add & Norm —> Add & Norm
!
Multi-Head Multi-Head
Attention Attention
3
(N/2)x (N/2)x
—> Add & Norm w Norm
All-to-ALl Combine .
__——--_"-__—Jb T e ‘_____-_—___"—‘——
FFNA Model-parallel [ FFNE
MoE )
- o -~
—» Add &. Norm - s e —> Add & Norm
Multi-Head Devices Multit-Head
Attention 1...E Attemtion
N— Device 1 ,/"'JI N LA _E_//":l

4/21
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Mixture of Experts: Challenges

* MoE makes training more complex
* Pros: MoE allows better parallel training
e Cons: you need a better training system:/

—~l
|

(&)}
I

Training Loss
J‘I—\ @)

@]
|

* MoE training can be unstable

e Expert switching brings significant loss change 21
e The Ioad-balancing issue 0 2500 5000 7500 10000 12500 15000

Step
* MoE training can easily crash

A stable MoE training run from Google
ST-MoE: Designing Stable and Transferable Sparse
Expert Models (2022)

MoE modelsihave better capacities, but harder to get training work!

4/21 opyri 111S, Tsmthfa University 39
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Pretraining Transformer Decoder”

* Multi-Modal GPT to Unify Image and Text
* Flamingo (DeepMind, 2022)

Output: text
. Pretrained and frozen

a very_serious cat.

Trained from scratch

Perceiver Perceiver
Resampler Resampler

| | - 't GATED XATTN-DENSE

— ) 1st_GATED XATTN-DENSE

Processed text

<image> This is a very cute dog.<image> This 1is

Interleaved visual/text data

i S
This is a very cute dog.
o

4721 Copyright @ ITIS, Tsinghua University 40
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OpenPsi @ I111S

Pretraining Transformer Decoder

* Multi-Modal GPT to Unify Image and Text
e GPT-4 (OpGﬂA', 20233) User What is'unusual about this image?

GPT-4  Theunusual thing aboutthisimage is that a man is ironing clothes on an
ironing board attached to the roof of a moving taxi.

4/21 Copyright @ I11S,



Ltsad e BlOVLIs part of the InstuctGPT paper. Could you read and summarize it tc; -
me”?

p— e — e ——
Training language models (o follow instroctions K - - o e =
with human feedback k ) -

GPT-4  ThelnstructGPT paper focuses on training large language models to follow

instructions with human feedback. The authors note that making language
models larger doesn'tinherently make them better at following a user's
o intent. Large models can generate outputs that are untruthful, toxic, or

Copyright @ I111S, Tsinghda University

simply unhelpful. )



Exam results
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gpt-4

(ordered by GPT-3.5 performance)

43

OpenPsi @ I111S

. ..)O_m.
oni@ i
oo
C gt
=0
So mmﬁé
2 W 00y
> \e
2 )
s ooy
M ot
a 9@53@
o Wo G
g s”
#h...fm_.ro_../_
——
\
e0@
N I
.ro%wl \
ecO™
2
W
>
4 ) m
= nw " i
€ N g
e M ﬂﬂ_%___ﬁ_m. ®

I .

rIIIIIIIIIIJ

I R
m -J_.mﬁi
e
3 .r..m_@m
2 @/,_m‘ "
5 pa®"
= A
&
)
= e
5 .__..nm.”m_
5 e
: SR
] ammoﬂom
2 Co
= AL
: I SRS
@ aws
=% O@rﬂ.
g o
2 _ _ _
E = = = = =
2 9 o o o o
= 0 = o~

Pret
* Mul
® G 60% —

4/21



Lecture 10, Deep Learning, 2025 Spring
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Pretraining Transformers

* Collect a large amount of corpus and pretrain alarge transformer

* For down-stream tasks, fine-tune the pretrained model
e Or use the pretrained model to extract features

* How to pretrain a transformer-on texts?
* Pretrain an encoder
* Bi-directional
* Pretrain a decoder
e Auto-regressive (e.g.,"GPT-X'and more)
* Also both encoder.and decoder

Encoders

1222271 Decoders

44
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Summary

* Pretraining Transformers
* Pretraining encoders for representationlearning
* Pretraining decoders for emergent multi-task/in-context learning capabilities

* Scaling Law
* Larger model + more data + moreicompute = better LLMs

22 . ChatGPT

2022

4/21 2019 Copyright @ 111S, Tsinghua University 45
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Early-days of GPT-3

OpenPsi @ I111S

* Not “usable” Prompt

Explain the moon landing-to a 6 year old (n a few sentences.

Completion
GPT-3

Explain theBtheony\of gravity to a 6 year old.

Explaity"the €heory of relativity to a 6 year old in a few

sentgncesg
Bxplain the big bang theory to a 6 year old.

Bxplain evolution to a 6 year old.

4/21 Copyright @ 111S, Tsinghua University 46
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An Instruction-Following Problem

(——————-————————-——————————

) Prompt |
Human Instruction | I

| Explain the moon landing-to a 6 yeanold in a few sentences. J

- - S gy, g S O aE S S S ) S, E E gy g, = N I S Sy s -

Completion
g EEI Inm S En O an SR Ina SN e S g W g - Sy ,, aa g T B ...b

7 GPT-3

’ Explain theBtheony\of gravity to a 6 year old.
I

Explaity'the theéry of relativity to a 6 year old in a few

GPT does not respond
to the instruction

sentencesy

-y s s ES s s =m

1
I
[
[\( )Bxplain the big bang theory to a 6 year old.
f
\

Bxplain evolution to a 6 year old.

N\

4/21 Copyright @ I11S, Tsinghua University 47
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An Instruction-Following Problem

{. - o o oy, e S mm o e O N g, M RS I RS G RS oy e ==

. Prompt
Human Instruction |

Fxnlain the moon landinafo a 6 veanold in a few sentences

The instruction-following problem-is selved by Reinforcement Learning

il Pra 'y A S » & — Ll b e A L LW L - e L g wryl o e v S

T= = T--‘-—--.-- S = | =i = de = 1l =

- n
C | = ]. = ! — = 4 — . ¥ — =
J—l&ar—f—l— — £ N \-I-J-J-‘\_FH—K-I—J i B i e e Vit St S Vi Ve — S

b
(o

GPT does not respond
to the instruction

| sentencesg

[

[\( )Bxplain the big bang theory to a 6 year old.
f

\

Bxplain evolution to a 6 year old.

4721 ~ Copyright @ 111S, Tsinghua University 48
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Reinforcement Learning

* Sequence decision-making

* No gold-standard solutions
 The model must explore for the best strategy

iversity

OpenPsi @ I111S
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Reinforcement Learning: Formulation

* Environment (Task)
* Observation

. Agent Environment
* Transition
* Reward
¢ Agent/ PO“Cy Actions
* Input: observation g
Rewards

* Output: action
* Objective: maximize reward

* Key components
* Environment
* Action; Observation; Reward

<

Observations

<

4/21 Copyright @ 111S, Tsinghua University 50
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Reinforcement Learning v.s. Language Model

. . Agent Environment
* Reinforcement Learning

* Massive self-generated data

* Trial-and-error
e Both good data and bad data
e Clear Task & Reward function

Actions

Rewards

Observations

How to connect them?

* Language Model
* Alarge preparedtraining corpus
* No exploration'needed

* Next token prediction LARGE LANGUAGE MODEL
4/21 ¢ NO rewa rd/taSk Copyright @ I11S, Tsinghua University 51
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Instruct Following Meets GPT

* An instruction following challenge for a “usable” GPT

Prompt

Explain the moon landing to a 6 year-oldin a’fewsentences. Instruction

Completion
fr w3 -—

GPT-3

Explain the theory gf\gravitiy“Mo a 6 year old.

Explain the theory of aédlativity to a 6 year old in a few

sentences. Action
Reward???

Explaisam\Ebe big=Dang theory to a 6 year old.

v Explain evodution to d™@Emglig feingyeeersiv %2
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Instruct Following Meets GPT

* Key challenges for GPT following instructions
« Complex & diverse instructions fF H B ZLfY1ES AT K B #f
* Non-trivial reward evaluation ?Eﬂ’ﬁﬁ{ﬁé”é}ﬁbxﬁkg

e Solution: InstructGPT (OpenAl, 2022)

4/21 Copyright @ 111S, Tsinghua University
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InstructGPT

* Key challenges for GPT fi
 Complex & diverse instrt
* Non-trivial reward evalu:

* Key ldeas of InstructGPT
e Collect human feedbacks

* EAAERRI5IZRGE

* Human labeler can judge
human instructions

4/21

OpenPsi @ I111S

Explain the moon landingto'a 6 yearold (n a few sentences.

GPT-3

Explain the theory¥of gravity to a 6 year old.

Expldins the theory of relativity to a 6 year old in a few

sentaences.
ExplainN\the big bang theory to a 6 year old.

Expd#ain evolution to a 6 year old.

InstructGPT

People went to the moon, and they took pictures of what
they saw, and sent them back to the earth so we could all

< & CopyrtidhtcBphl 1S, Tsinghua University 54
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InstructGPT

OpenPsi @ I111S

* InstructGPT follows complex instructions

Prompt:
What is the purpose of the list C in the code below?

def binomial_coefficient(n, r):
C = [0 for i in range(r + 1)];
clol] = 1;
for i in range(l, n + 1):
j = min(i, r);
while j > O:
C[j1 += C[j - 115
j-=1;
return Cl[r]

GPT-3 175B completion:

A. to store the value of C|0]
B. to store the value of €[1]
C. to store the value of C[i]

D. to store the value of'CJ[1 -]

InstructGPT 175B completion:

The list C in this code 1s used to store the values of the
binomial coefficient as the function iterates through
the values of n and r. It 1s used to calculate the value
of the binomial coefficient for a given value of n and
r, and stores the result in the final return value of the

4/21 Copyright @ 111S, Tsipghua University
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InstructGPT

e InstructGPT reduces hallucinations

4/21

Dataset

RealToxicity

o
_|

Supervised Fine-Tuning

InstructGPT

API Dataset
Hallucinations

GPT

Supervised Fine<Tuning
[ |

InstructGPT

0.233

0.199

0.196

0.2414

0.078

0.172

Dataset

TruthfulQA
GPT

Supeérvised Fine-Tuning

InstructGPT

API Dataset

OpenPsi @ I111S

0.224
0.206

0.413

How to train InstructGPT?

Customer Assistant Appropriate

GPT

0.811

Supervised Fine-Tuning

0.880

InstructGPT

0.902

Copyright @ 1FISyETsinghUasUmiversSity 56
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InstructGPT Explained

e Goal: fine-tune GPT to follow human instructions

* WIEGPTREMARKIES

* How to collect human data for fine-tuning?
* We need to collect prompts~ (WEAEKIES)
* We need to collect responses for the prompts (ILEIESHI &)

Prompt:
Serendi 1p1t3 means the occurrence and.development of events by chance in a lmpp} or benehcml way. Use

the word 1n a sentence. |ng (SFT)

Labeler demonstration
Renning into Margaret and being introduced to Feomemeassa fomtunadeistroke of serendipity. 57
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InstructGPT Explained

e Goal: fine-tune GPT to follow human instructions
* WIAGPTRIBM AKIES
* SFT: fine-tuning on human demonstrations

 What about the RL perspective?

* Pros: GPT can self-explore & RL is.powerful
* Cons: Reward????

4/21 Copyright @ 111S, Tsinghua University 58
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Explain the moon

|nStrUCtG PT Explalned larding to a 6 year old

Exmlain aravity, Explain war
* Goal: fine-tune GPT to follow human instructions 0 o
* ?}ﬁiﬁGPT%%}AA%?E%\ \1Tn:1:5t".111_'.1l P;:n?-plﬂ-.hmn:'.n
e SFT: fine-tuning on human demonstrations v y

* Pros: GPT can self-explore & RL is powerful
e Cons: Reward????
Key Idea: RL with a learned reward 0-0-0-0
* Generate multiple outputs
© ERNZA i

* Ranking by humans " '
o K Relnforcement Learnlng -

* leamarewardmodel  from Human Feedback /2%,
o FI—NHERFH R (RLHF) N7
4/21 Copyright @ 111S, Tsinghua University 0 = G > o= 0 59
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Ranking outputs

To be ranked

A team of researchers from
Yale University and University
of California, Davis studied the
vocalization patterns of several
different types of parrots. They
found that parrots like to mimic
human speech, and can produce
a wide range of sounds, such as
whistles, squawks, and other
types of vocalizations...

Parrots have been found to
have the ability to understand
numbers. Researchers have
found that parrots can
understand numbers up to six. In
a series of experiments, the
parrots were able to identify the
amount of food items under a
number of cups...

Rank 1 (best)

A research group in the
United States has found that
parrots can imitate human
speech with ease, and some of
them can even do so in the same
way as humans. This group
studied the sounds that parrots
make in their natural habitats
and found that they use their
tongues and beaks in ways that
are strikingly...

Rank 2

InstructGPT Explained

Rank 3

- -_— - - —

{30 Scientists have found that
green-winged parrots can tell
the difference between two
noises that are the same except
for the order in which they are
heard. This isamportant because
green-winged parrots are known
to imitate sounds. This research
shows that they are able to
understand the difference
between sounds.

Current research suggests
that parrots see and hear things
in a different way than humans
do. While humans see a rainbow
of colors, parrots only see shades
of red and green. Parrots can
also see ultraviolet light, which
is invisible to humans. Many

obirdis ege 1his abidiiydusednivers
ultraviolet light, an ability

ity

Rank 4

Rank 5 (worst)

OpenPsi @ I111S
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InstructGPT Explained

* The overall pipeline

4/21

Step1

Collect demonstration data,
and train a supervised policy.

A promptis
sampled from our
prompt dataset.

A labeler
demonstrates the
desired output
behavior.

This data is used
to fine-tune GPT-3
with supervised
learning.

SFT

Explain the moon

landing to a 6 year old

|
Y

(e}

Z

Some people went
to the moon...

Step 2

Collect comparison data,
and train a reward model.

A prompt and
several model
outputs are
sampled.

A labeler ranks
the outputsfrom
best to worst.

This data is used
to train our
reward model.

Ex;

Explain the moon
landing to a & year old

o 2]

plain gravity., Exp'alnwiar

o o

Maan is natural Peaple want ta

R

Satalite o) the moen...

J

e}

0-0-0-0

0-0-0-0

pyright @ Ills,ainqhua University

ewar

Step 3

Optimize a policy against
the reward'model using
reinforcement learning.

Anew prompt
is sampled from
the dataset.

The policy
generates
an output.

The reward model
calculates a
reward for

the output.

The reward is
used to update
the policy

using PPO.

b

Write a story
about frogs

RLHF

OpenPsi @ I111S
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Pre-train v.s. Post-train

* InstructGPT / ChatGPT 2 &5
* Pre-trained base model

* Massive corpus

e Post-train using human feedback
e SFT: human demo
e RLHF: human preference

KO

* Pre-train v.s. Post-train
e Data: massive v.s. high-quality ‘(BE v &Sh=)
 Obijective: compression v.s..instruction following ([£4g v.s. 355 EM )
« Dynamics: static v.s. online feedback (Fa7S8EEE v.s. EZ RN E)

« Comment: the post-train phase is also called the alignhment phase (X5%)
« Align the LLMto human preferences (FiE=SEEVFIAKIBEXT)

4/21 Copyright @ 111S, Tsinghua University 62
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SFT v.s. RLHF

OpenPsi @ I111S

* Why do we need RLHF? Or Isn’t SFT sufficient for post-train?
* The InstructGPT result

|D
(ah] /
10 0.6 - I
- ' / Model
E ~ | —— PPO-pix
E’ | A PPO
= 0.4+ T SFT
g GPT (prompted)
2 GPT
=
0.2
= ' _
TN Any insights?
1.3B 6B 1758
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OpenPsi @ I111S

Hallucination

* SFT-based post-training causes Hallucination
* From John Schulman’s talk at Berkeley (Apr, 2023)

Write a bio of Al researcher John Schulman

John Schulman is an Al research scientist at OpenAl, tha lefiding AI resgarch lab in the world. He has been a professor
of computer science at Carnegie Mellon U"'WMM" associate professor since 2009. He has written

mulitiple papers on reinforcement learning, and is @redipient of the pfestigious Sloan Research Fellowship. His research
on deep reinforcement learning has been publi$had Tn topjouwrnals such as Nature and Science. He is also active in the
open source community, having contributedto the populds 8¢ep learning frameworks TensorFlow and PyTorch. He has
also served as a reviewer for the International Conferghce.on Machine Learning and the International Conference on
Artificial Intelligence. His current resesch focuségon'developing advanced reinforcement learning algorithms and
applying them to complex real-world tasks. He igTalsd'an advisor to several startups that specialize in AL

* A thought experiment:
e Suppose ChatGPT’s knowledge cut-off is 2023.

* Let’s fine-tune ChatGPT using SFT to describe EuroCup 2024.
a1 @ What WI” happen? Copyright @ I11S, Tsinghua University
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Hallucination

* SFT-based post-training causes Hallucination
* From John Schulman’s talk at Berkeley (Apr, 2023)

Write a bio of Al researcher John Schulman

John Schulman is an Al research scientist at OpenAl, tha letiding AL reggarch lab in the world. He has been a professor
of computer science at Carnegie Mellon U"'WMM" associate professor since 2009. He has written
multiple papers on reinforcement learning, and is @redipient of thé prestigious Sloan Research Fellowship. His research
on deep reinforcement learning has been publi$had Tn topjouwrnals such as Nature and Science. He is also active in the
open source community, having contributedto the populds 8¢ep learning frameworks TensorFlow and PyTorch. He has
also served as a reviewer for the Internatiohal Confergnca.on Machine Learning and the International Conference on
Artificial Intelligence. His current reselwtch Tocuségon'developing advanced reinforcement learning algorithms and
applying them to complex real-world tasks. He ig"also'an advisor to several startups that specialize in AL

* A thought experiment:
e Suppose ChatGPT’s knowledge cut-off is 2023.
* Let’s fine-tune ChatGPT using SFT to describe EuroCup 2024.
«2 * GPT does not know this fact;.-se.we may-just teach it to hallucinate! 6
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Hallucination

* SFT-based post-training causes Hallucination
* RLHF can help uncertainty awareness

* Key Idea: a properly designed reward fixesthe hallucination issue
C FE—FHTTAE R ES, SRR R A AR R
 2) Use RL to precisely learn-behavior boundary.

* Reward(x) = {
1 if unhedged correct (The answer is y)
0.5 if hedged correct (The answer is likely y)
0 if uninformative (l don’t knOW) A good reward
-2 df-hedged wrong (The answer is likely z) model matters!
-4 wrong (The answer is 2)

4/21 } Copyright @ I111S, Tsinghua University 66
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Hallucination

* SFT-based post-training causes Hallucination
 RLHF can help uncertainty awareness (with a proper reward model)
* RL can also improve model capacity

4/21 Copyright @ 111S, Tsinghua University 67
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Hallucination

* SFT-based post-training causes Hallucination
 RLHF can help uncertainty awareness (with a proper reward model)
* RL can also improve model capacity
* A thought experiment: “Who won the 2026 world cup?”’

Pretrained-model

0.4
Probability 0.3 023
| 2

— 0 >

»

Answer ESP ARG IDK

4/21 Copyright @ 111S, Tsinghua University 68
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Hallucination

* SFT-based post-training causes Hallucination
* RLHF can help uncertainty awareness
* RL can also improve model capacity

* A thought experiment: “Who won the 2026 world cup?”

Pretrained-model

0.4 {“l don’t know”}
Probability 0.3 0'3,
g2 mm)
— 1 >

»

Answer ESP ARG IDK SFT

SFT-model

Probability

0.6

0.2 0.2

[

Answer

4/21 Copyright @ 111S, Tsinghua University

ESP ARG IDK

»

OpenPsi @ I111S
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Hallucination

* SFT-based post-training causes Hallucination
* RLHF can help uncertainty awareness
* RL can also improve model capacity
* A thought experiment: “Who won the 2026 world cup?”’

. RLHF-model 0:97
Pretrained-model {“I don’t know”;'+0.5}

{“Spain”, -4}

0.4 {“Argentina”, -4}
Probability  0-3 0.3 Probability
gl ==
2 > >

»

Answer ESP ARG IDK RLHF Answer ESP ARG IDK
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Hallucination

* SFT-based post-training causes Hallucination
* RLHF can help uncertainty awareness
* RL can also improve model capacity

* A thought experiment: “Who won the 2026 world cup?”
 Remark#1: Self-exploration enables*better model capacity!

. RLHF-model 0:97
Pretrained-model {“I don’t know”;+0.5}

{“Spain”, -4}

0.4 {“Argentina”, -4}
Probability  0-3 0.3 Probability
I .Q ‘ 0.01 0.02
— 1 > >

»

Answer ESP ARG IDK RLHF Answer ESP ARG IDK
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Hallucination

* SFT-based post-training causes Hallucination
* RLHF can help uncertainty awareness
* RL can also improve model capacity

* A thought experiment: “Who won the 2026 world cup?”
* Remark#1: Self-exploration enables better model capacity!

* Remark#2: SFT only leverage(paesitive.samples, but negative samples also matters!

. RLHF-model 0:97
Pretrained-model {“I don’t know”;+0.5}

{“Spain”, -4}

0.4 {“Argentina”, -4}
Probability  0-3 0.3 Probability
g g2 ==
— 8 > >

»

Answer ESP ARG IDK RLHF Answer ESP ARG IDK
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Hallucination

* SFT-based post-training causes Hallucination
* RLHF can help uncertainty awareness
* RL can also improve model capacity

* A thought experiment: “Who won the 2026 world cup?”’
* Remark#1: Self-exploration enables better model capacity!
* Remark#2: SFT only leverage/positive.samples, but negative samples also matters!

ined- RLHF-model 0:97
Pretrained-model 1 don’t know”:+0.5}
{“Spain”, -4}

0.4 {“Argentina”, -4}

Probability  0-3 0.3 Probability
I »Q ‘ 0.01 0.02

— 1 > >

Answer ESP ARG IDK RLHF Answer ESP ARG IDK

v But there will always be lateSt'Rhowrgtige that the LLM does not know!

OpenPsi @ I111S
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Inference-Time Enhancement

How many champion's league titles‘does real Madrid
men's football club have?

As of April 2025, Real Madrid men's football club has.won 14 UEFA Champions League
titles.

Here's a list of the years they won:

Hallucination!

1. 1955-56 (Real Madrid also won the 2024 title)

13. 2017-18 What will you do for this question?

14. 2021-22

Copyright @ 111S, Tsinghua University 74
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How many champion's league titles does real Madrid OpenPsi @ 1115
men's football club have?

Infel

Real Madrid's men's football team has won the UEFA Champions League a record 15

times. Their most recent victory.came in‘the-2023-24 season, when they defeated Borussia
Dortmund 2-0 in the final. o

Real Madrid's Champions L @) s
i Real Madrid Champions League Titles: How Many Have
Ask &QyNiirg They Won?
5 March 2025 — Real Madrid have won 15 Champions
4/21 @ seareh ~ Q Leaguedifigm: N askiymaysigam in the competition's...  J,
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Inference-Time Enhancement

* Retrieval-Augmented Generation (RAG)

* Before the LLM generates a response, we perform-an additional retrieval step
and put the results in the context

Retriever

Documents j
VA

4/21 Copyright @ I11S, Tsinghua University

Datastore

76



Lecture 10, Deep Learning, 2025 Spring
OpenPsi @ I11S

Inference-Time Enhancement

* Retrieval-Augmented Generation (RAG)

* Before the LLM generates a response, we perform-an additional retrieval step
and put the results in the context

* We can easily update the model knowledge without the need of re-training
Input

+

Query
! +
‘%

e 4 Retriever

= I AR R

\‘CSQWAYEQ‘W

ﬁb ﬁ?<SQm&»x&ﬁ““ﬁéiss:ggsggkguas SN
A RENOS TR RN
34
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Inference-Time Enhancement

* What about a reasoning question?
* E.g.,, compute 24 using 4, 4,7, 7

Please calculate 24 using these 4 digits: 4, 4, 7, 7. Please
only give the'solution'in1 equation without any
additional texts.

P £ < 4/4
(7-4)* (7 +4) =24
O 0 @ MYV

What will human do?

4/21 Copyright @ 111S, Tsinghua University 78
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Inference-Time Enhancement

* OpenAl o1 model (2024)

* Large Reasoning Model (LRM). An LLM “thinks” before giving a respond

Question

l

&) Human

¥

LW

\2) Reaconing

l

Arewes

v 2) Human

Input Prompt

l

“w (M

l

Answer

Copyright @ észTf'zg%h;agzﬁ?ty

Input Prompt

l

@ (UM

l

N
&Y Keaconing

l

Ancwer

¢) OpenAIL o1

OpenPsi @ I111S
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Inference-Time Enhancement

* OpenAl o1 model (2024)

) ' .
r er
1\ 24N

We want a model that can-be stronger after thinking longer

\1; Reaconing Answer &Y Keaconing
Arrwer Answer

4/21 A) Haman Copyright @ é?SOTf'ZC%h;aKTM?tV C) OPG”AI07 80
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In-Context Learning in GPT-3 (Recap)

* In GPT-3, if more examples are in the context, the-accuracy is higher
 longer context = higher accuracy

Zero-shot One-shot Few;shot

175B Params

Natural Language
60 Prompt

\

50
L
= 40
O
{
=
S 30
<
20
10
- 1.3B Params
1) " =
4/21 0 .100 Copyright @ 111S, Tsinghua University 101 81
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Inference-Time Enhancement

* OpenAl o1 model (2024)

* Large Reasoning Model (LRM). An LLM-“thinks” before giving a respond
* |dea: we can allow model to think by having a lenger context

/_[ Model Input } Ground Truth
?Tatalc;a sold clilps tg 4181 of hﬁf Intermediate ‘tokens not Final Answer: 72
riends in April, and then she — Visib| USLrS
sold half as many clips in May. 5 ARG LRSS e \
How many clips did Natalia sell
altogether in April and May? /—@odel Output } \l
\ l Natalia sold 48/2 = <<48/2=24>>
: 24 clips in May. Natalia sold
Reasoning ||—> 48+24 = <<48+24=72>>72 clips [
Model altogether in April and May.
\ I EEE I S gy S B - /

4/21 Qop#n#ﬁ#'@ 'ﬁB Tsinghua University / 82
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Inference-Time Enhancement

° O Please calculate 24 using these 4 digits: 4, 4,.7, 7. Please
only give the solution in l.equation without any
additional texts.

Reasoned about mathematical equatiorf forS seconds

| need to find an equation using(the digits 4,4, 7, 7 that equals 24. | tried a few
attempts like (7 * 4) - (7 - 4)=(25 or (7 ¥4N-"7/4 = 26.25, but they didn't work. Then |
thought about using all\digits: 7 * (4°- 4/7). Checking - 4/7 is 0.5714, so 4 - 4/7 =
3.4286. Multiplying 34286 by 7 giwes exactly 24. The correct equationis 7 * (4 - 4/7) =
24.

7*(4-4/7)=24

4/21 Copyright @ I11S, Tsinghua University 83
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OpenPsi @ 111S
Inference-Time Enhancement
* Large reasoning models enable inference-time scaling
Math Performance vs Inference Cost o1 AIME accuracy
300 - at test time
80%
,,,,, O
..—--'"J'-. _____________ 80 4
60% i o\ K
L .0 g 60 - .
S 40% o @
<L — .
2 40-
20% a *
g 0]
0%
0 10 20 30 40 50 60 70 80 90 100
0

Inferenee Cost (%)
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Inference-Time Enhancement

* How to derive a reasoning model?
* Let’s prompting it!

* Chain-of-th

Chain-of-Thought Prompting Elicits Reasoning

ought prompt (Google, 2022)

in Large Language Models

OpenPsi @ I111S

=ANE]
(prompt)

RERE

(thinking)

4/21

Jason Wei

Brian Ichter

Xuezhi Wang Dale Schuurmans Maarten Bosma

Fei Xia Ed H. Chi Quoc V. Le Denny Zhou

Google Research, Brain Team
{jasonwei,dennyzhou}@google.com

Copyright @ 111S, Tsinghua University
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Inference-Time Enhancement

* How to derive a reasoning model?

* Let’s prompting it!

e Chain-of-thought prompt (Google, 2022)

* Tune the prompts to encourage the model think-before responding

Standard Prompting

3
Model Input \

Q: Roger has 5 tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now?

A: The answer is 11.
Q: The cafeteria had 23 apples. If they used 20 to

make lunch and bought 6 more, how many apples
do they have?

A

Model Output
A: The answer is 27. x )

4/21

Chain-of-Thought Prompting

f( Model Input a \

Q: Roger has 5tennis balls. He buys.2 more cans of
tennis ballssEach can has 3:tennis balls. How many
tennis balls does he havenow?

A: rted with 5. balls *2 cans of 3 tennis balls
ea tennis b S+ 6=11. The answer is 11.

Q:The cafeteria had 23 apples. If they used 20 to
make lunch and bought 6 more, how many apples
do they have?

_J

A: The cafeteria had 23 apples originally. They used
20 to make lunch. So they had 23 - 20 = 3. They
bought 6 more applegitsoitheyThaveSutiersi8. The
answer is 9. 4/

OpenPsi @ I111S

AN
(prompt)

RERE

(thinking)

Finetuned GPT-3 175B

Prior best

[] PaLM 540B: standard prompting
B PalLM 540B: chain-of-thought prompting

100

co
=)
|

D7

@)
-
|

s
(@]
|

N\E

Solve rate (%)

18

bo
=)
[

[) 86
Math Word Problems (GSMS8K)
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Inference-Time Enhancement

* How to train a reasoning model?

* Key challenge: how to obtain the best “thinking” tekens to
train an LLM???
e Supervised training?
* There is no “correct” thinking tokens, we only care about answers
e Reinforcement Learning
* Let the LLM self-explore the thinking-tokens
* Reward???

* Remark: since the exploration space is huge, we must ensure the
reward is ACCURATEM!

4/21 Copyright @ 111S, Tsinghua University
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=ANE]
(prompt)

RERE

(thinking)

HHER
(output)
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RL for Reasoning Model o
L (prompt)
;
* RL training for reasoning models
* Environment/Task RERE
* Prompts that require long thinking (e.g., math, coding, logic, etc) (thinking)
* Action
e QOutput tokens :
* Reward
* Binary: +1 if output is correct; -Lif no.
HLER
(output)
\. 88

Copyright @ I11S, Tsinghua University
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RL for Reasoning Model )

- | N
* RL training for reasoning models ‘\ {
* Environment/Task % . &
h, c

, logic, etc)
S

* Action PN
Q% RL algorithm

* Thinking tokens ,\ (
e Output tokens
)
* Binary: +1 if output is @'ct; ﬂ*}%'
S

e Reward
Reasoning Q
problems > =)
(prompt) \
4/21 \ Copyright @ I11S, Tsinghua University

* Prompts that require long thinking (e.g.,

Answer Verifier

o lo

Let’s first try
4+4 ...

Let’s consider
4/7 ...
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From RLHF to Post-Training Scaling

* RLis a new engine to scaling intelligence
* Longer RL training leads to stronger reasoning performances

ol AIME accuracy
during training
100 1~
0.4
S
80 A oh 4000 0.2
j -
e v
[ ] o 0.0
@ "
n 3000 Iyt
=
60 A e ® o - -0.2
° o —
S ] =
o 2000 o —0.4
a
® =
40 - e —he
® =1000
—0.8
20 i Ii‘l lf}‘DEI ECIrﬂD EIDIIIICI J'I-E;DIII SU;IID I;!- lCI.I}D ZﬂrﬂD 3IIIICII} -'IIIIIEIG EDIIIICI
Training Steps Training Steps

2! train-time compute (log scale) Convriant & IPEP{IE"RI=training, the model thinks more %
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From RLHF to Post-Training Scaling

OpenAl
% Strawberry (01)
RLHF Inference
RLHF + CoT + CoT

™ - ™ 7 - - \l
ﬁ?rompt ‘ (Prompt ‘ Prompt

* RLis a new engine to scaling intelligence

. S .\\ A S ~ ‘

FROM ONE TO THREE
SCALING LAWS

S LLM LLM

, VERIFIER
"INTELLIGEMNCE"
ANSWER

MODEL

POST-TRAINING WITH RLVR h ( | h
>100T TOKENS (ﬂmswer L Answer Answer |

S A

PERCEFTION GENERATTV
N ERCE | N E JEE. TIVE

s -4 f : = e sa 91
Al Al Al

alinged? alinged?
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From Reasoning to Acting

 An LLM can also interact with a real environment
* When an LLM interacts with the outside!world, it is‘'often called an “LLM agent”
* We can also use RL to train an LLM agent

Reasoning (update internal belief) Acting (obtain external feedback)
Question _
. Action

easonin m \> -_: m
AN =@

Answer QObservation
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From Reasoning to Acting

* Expanding RAG to Multi-Turn Deep Research (OpenAl, 2025)

4/21 Copyright @ 111S, Tsinghua University 93
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From Reasoning to Acting

e General-purpose LLM agent assistant (example.from Manus.Al 2025)
* A new form of smart software for the future

4/21 94
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Conclusion

* Pretraining Transformers
* Encoder-style pretraining (BERT): task-centric
* Decoder-style pretraining (GPT): next-token prediction

e Scaling Law and Large Language-Models
* GPT leads to the scaling law and. emergent capacities of LLMs
* Larger model + better data-+ more'‘compute = better models

* Post-training Language Models and More Applications
e RLHF for a usable GPT (GPT-3-to ChatGPT)

* Reasoning models think before answer
* More thinking leads to better outputs (inference-time scaling)

* RL training leads to better reasoning models (post-training scaling)
»w ¢ LLM can interact with the outsige tobecome an LLM agent o
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Thanks

e Embrace the era of AGI!
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