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Today’s Topic

• Pretraining Transformers

• Scaling Law and Large Language Models

• Post-training Language Models and More Applications
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Story So Far

• Language model techniques
• Learning: expensive softmax operator (NCE, H-softmax)
• Inference: beam search
• Embedding: contextualized embeddings

• Seq2Seq model
• Generic architecture for conditioned language modeling

• Attention
• Learning order/scale-invariant representations
• Capture distant interactions
• Transformer: attention is all you need for sequence modeling (since 2017)

• …. and even images (since 2021)
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Different Sequence Models

• CNN v.s. LSTM v.s. Transformer

• Embedding methods
• Word2vec: static embedding
• ELMo: pretraining bidirectional LSTMs for contextualized features
• Transformer encoder: powerful bidirectional sequence encoder
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Different Sequence Models

• CNN v.s. LSTM v.s. Transformer

• Embedding methods
• Word2vec: static embedding
• ELMo: pretraining bidirectional LSTMs for contextualized features
• Transformer encoder: powerful bidirectional sequence encoder
• Idea: pretraining large transformers!

• Pretrained transformers also lead to good representations!
• Foundation of most nowadays NLP applications
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Pretraining Transformers

• Collect a large amount of corpus and pretrain a large transformer 
• For down-stream tasks, fine-tune the pretrained model

• Or use the pretrained model to extract features

• How to pretrain a transformer on texts?
• Pretrain an encoder

• Bi-directional
• Pretrain a decoder

• Auto-regressive
• Also both encoder and decoder
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Pretraining Transformers

• Collect a large amount of corpus and pretrain a large transformer 
• For down-stream tasks, fine-tune the pretrained model

• Or use the pretrained model to extract features

• How to pretrain a transformer on texts?
• Pretrain an encoder

• Bi-directional
• Pretrain a decoder

• Auto-regressive
• Also both encoder and decoder
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Pretraining Transformer Encoder

• Pretraining a bi-directional encoder
• We cannot directly adopt language model learning
• Idea: word prediction given contexts (similar to word2vec)

• Masked Language Model
• Randomly “masked out” some words
• Run full transformer encoder
• Predict the words at masked positions

• Designed for feature extraction
• More suitable for down-stream tasks
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Pretraining Transformer Encoder

• BERT: Pre-training of Deep Bidirectional Transformers
• Devlin et al, Google, 2018

• BERT-base: 12 layers, 110M params
• BERT-large: 24 layers, 340M params
• Training on 64 TPUs in 4 days
• Fine-tuning can be done in a single GPU

• Masked language model
• Randomly select 15% of word tokens
• Mask out 80% of the selected tokens
• Replace 10% of selected words with random tokens
• For 10% of selected words remain unchanged
• Predict the selected tokens
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Pretraining Transformer Encoder

• BERT: Pre-training of Deep Bidirectional Transformers
• Devlin et al, Google, 2018

• BERT-base: 12 layers, 110M params
• BERT-large: 24 layers, 340M params
• Training on 64 TPUs in 4 days
• Fine-tuning can be done in a single GPU

• Masked language model
• Masked out input words 80% of the time
• Replace 10% words with random tokens
• 10% words remain unchanged

• Predict 15% of word tokens

Lecture 10, Deep Learning, 2025 Spring 
OpenPsi @ IIIS

4/21 Copyright @ IIIS, Tsinghua University 10

De
ep
 L
ea
rn
in
g,
 S
pr
in
g 
20
25
 

II
IS
, 
Ts
in
gh
ua
 U
ni
ve
rs
it
y



Pretraining Transformer Encoder

• BERT: Pre-training of Deep Bidirectional Transformers (Google 2018)
• RoBERTa: A Robustly Optimized BERT Pretraining Approach

• Facebook AI, 2019
• More compute, data and improved objective
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Pretraining Transformers

• Collect a large amount of corpus and pretrain a large transformer 
• For down-stream tasks, fine-tune the pretrained model

• Or use the pretrained model to extract features

• How to pretrain a transformer on texts?
• Pretrain an encoder

• Bi-directional (e.g., BERT, RoBERTa)
• Pretrain a decoder

• Auto-regressive
• Also both encoder and decoder
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Pretraining Transformers

• Collect a large amount of corpus and pretrain a large transformer 
• For down-stream tasks, fine-tune the pretrained model

• Or use the pretrained model to extract features

• How to pretrain a transformer on texts?
• Pretrain an encoder

• Bi-directional
• Pretrain a decoder

• Auto-regressive
• Also both encoder and decoder
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Pretraining a Multi-Task Encoder-Decoder

• T5 (Google, 2019)
• Text-to-Text Transfer Transformer
• Multi-task training
• Generalize to general QA
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Pretraining a Multi-Task Encoder-Decoder

• T5 (Google, 2019)
• Text-to-Text Transfer Transformer
• Multi-task training
• Generalize to general QA

• FLAN-T5 (Google, 2022)
• T5 with fine-tuning
• Large-scale training
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Pretraining Transformers

• Collect a large amount of corpus and pretrain a large transformer 
• For down-stream tasks, fine-tune the pretrained model

• Or use the pretrained model to extract features

• How to pretrain a transformer on texts?
• Pretrain an encoder

• Bi-directional
• Pretrain a decoder

• Auto-regressive
• Also both encoder and decoder (T5/FLAN-T5)
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Pretraining Transformers

• Collect a large amount of corpus and pretrain a large transformer 
• For down-stream tasks, fine-tune the pretrained model

• Or use the pretrained model to extract features

• How to pretrain a transformer on texts?
• Pretrain an encoder

• Bi-directional
• Pretrain a decoder

• Auto-regressive
• Also both encoder and decoder
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Pretraining Transformer Decoder

• Decoder Pretraining
• Just train a language model over the corpus!
• Great for generative tasks (e.g. text generation) & even beyond

• Generative Pretrained Transformer (GPT, Radford et al, OpenAI 2018)
• 12-layers transformer, 768-d hidden, 3072-d MLP, BooksCorpus (>7k books)

• GPT-2 (Radford et al, OpenAI 2019.2)
• 1.5B parameters, 40GB internet texts

• GPT-3 (OpenAI, 2020.5)
• Language Model are Few-Shot Learners, 175B parameters

• Also ImageGPT (2020.1), ChatGPT (2022.11), GPT-4(2023)
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Pretraining Transformer Decoder

• GPT-2  (Alec Redford et al., OpenAI, 2019)
• 1.5B parameters, 48 layers transformer, trained on 10B tokens

• Zero-shot SOTA performance on a lot of NLP tasks
• Task descriptions as sequence prefix (prompt), no task specific training

New research direction: prompt learning 
(https://arxiv.org/pdf/2107.13586.pdf )

Lecture 10, Deep Learning, 2025 Spring 
OpenPsi @ IIIS

4/21 Copyright @ IIIS, Tsinghua University 19

De
ep
 L
ea
rn
in
g,
 S
pr
in
g 
20
25
 

II
IS
, 
Ts
in
gh
ua
 U
ni
ve
rs
it
y



Pretraining Transformer Decoder

• Image GPT (OpenAI, ICML 2020)
• A large transformer-based generative model over image pixels
• Learned features allow zero-shot classification (linear probing)
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Pretraining Transformer Decoder

• GPT-3: Language models are few-shot learners (OpenAI, NIPS2020)
• 500B tokens, 175B parameters of transformer
• Approach SOTA methods on a wide range of NLP tasks without any fine-tuning
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Pretraining Transformer Decoder

• GPT-3: Language models are few-shot learners (OpenAI, NIPS2020)
• The concept of In-context learning
• You may not need to fine-tune the model parameters for domain-specific task
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Pretraining Transformer Decoder
• Fine-tuning v.s. Zero-Shot (prompting) v.s. Few-shot (in-context learning)
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Pretraining Transformer Decoder

• In-context learning: the model is trained once, and then put data as 
part of the input (prompt) to the model. 

• The capability is first observed in GPT-3
• More in-context examples, better final performance
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Pretraining Transformer Decoder

• Computation used by GPT-3
• More training compute, lower validation loss
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Pretraining Transformer Decoder

• A big ongoing race since 2021 to train even larger language models
• Megatron-Turing NLG (530B, Microsoft, 2021.10)
• Pathways Language Model (540B, Google, 2022.4) Why do people 

train larger models?
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Scaling Law

• A simple rule for predicting LLM performances (OpenAI, 2020)
• You can perform experiments on small models and extrapolate on larger ones
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Scaling Law

• A simple rule for predicting LLM performances (OpenAI, 2020)
• Compute, dataset size and parameters are key factors for LLM performances
• You can fit an power law for these factors
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Scaling Law

• A simple rule for predicting LLM performances (OpenAI, 2020)
• OpenAI suggests that you should train larger models! 

• Claim from the perspective of 2020
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Scaling Law: The Chinchilla Law

• The optimal model size and training tokens given a fixed compute 
budget (DeepMind, 2022)

• TL;DR: every doubling the model size, the training tokens should be also 
doubled (training tokens matter!!!!)
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Scaling Law: The Chinchilla Law

• The optimal model size and training tokens given a fixed compute 
budget (DeepMind, 2022)

• TL;DR: every doubling the model size, the training tokens should be also 
doubled (training tokens matter!!!!)

• You can have a smaller but better model with more data
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Scaling Law: The Chinchilla Law

• The optimal model size and training tokens given a fixed compute 
budget (DeepMind, 2022)

• Left: given different compute/#params, track the loss of different token size
• Right: fit the best loss w.r.t. tokens/params at each compute
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Scaling Law: Architecture Matters

• LSTM v.s. Transformers (OpenAI, 2020)
• Transformer is a better architecture for a better scaling law
• Can we have a better or more efficient architecture for better scaling laws?
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Mixture-of-Expert
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Mixture-of-Expert

• Switch Transformers (Google, 2022)
• The key idea is to replace the FFN module in a classical transformer (dense) to 

a routing module, which consists of a collection of smaller FFNs
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Mixture-of-Expert

• Switch Transformers (Google, 2022)
• The MoE layer
• Expert

• The small FFNs
• Router

• Select which 
    experts to process 
    the token
• Select top-k experts

• Sparsity
• Only a few parameters are activated
• MoE: Same flops  more parameters
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Mixture-of-Expert

• A much more efficient model and a better scaling law

Switch Transformer (Google, 2022) Scaling Laws for Fine-Grained Mixture of Experts (2024)
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Mixture of Experts: Challenges

• MoE makes training more complex
• Pros: MoE allows better parallel training
• Cons: you need a better training system :/
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Mixture of Experts: Challenges

• MoE makes training more complex
• Pros: MoE allows better parallel training
• Cons: you need a better training system :/

• MoE training can be unstable
• Expert switching brings significant loss change
• The load-balancing issue
• MoE training can easily crash

A stable MoE training run from Google
ST-MoE: Designing Stable and Transferable Sparse 

Expert Models (2022)

MoE models have better capacities, but harder to get training work!
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Pretraining Transformer Decoder

• Multi-Modal GPT to Unify Image and Text
• Flamingo (DeepMind, 2022)
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Pretraining Transformer Decoder

• Multi-Modal GPT to Unify Image and Text
• GPT-4 (OpenAI, 2023.3)
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Pretraining Transformer Decoder

• Multi-Modal GPT to Unify Image and Text
• Flamingo (DeepMind, 2022)
• GPT-4 (OpenAI, 2023.3)
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Pretraining Transformer Decoder

• Multi-Modal GPT to Unify Image and Text
• GPT-4 (OpenAI, 2023.3)
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Pretraining Transformers

• Collect a large amount of corpus and pretrain a large transformer 
• For down-stream tasks, fine-tune the pretrained model

• Or use the pretrained model to extract features

• How to pretrain a transformer on texts?
• Pretrain an encoder

• Bi-directional
• Pretrain a decoder

• Auto-regressive (e.g., GPT-X and more)
• Also both encoder and decoder
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Summary

• Pretraining Transformers
• Pretraining encoders for representation learning
• Pretraining decoders for emergent multi-task/in-context learning capabilities

• Scaling Law
• Larger model + more data + more compute  better LLMs

2019
2022

???

Lecture 10, Deep Learning, 2025 Spring 
OpenPsi @ IIIS

4/21 Copyright @ IIIS, Tsinghua University 45

De
ep
 L
ea
rn
in
g,
 S
pr
in
g 
20
25
 

II
IS
, 
Ts
in
gh
ua
 U
ni
ve
rs
it
y



Early-days of GPT-3

• Not “usable”
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An Instruction-Following Problem

Human Instruction

GPT does not respond 
to the instruction
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An Instruction-Following Problem

Human Instruction

GPT does not respond 
to the instruction

The instruction-following problem is solved by Reinforcement Learning
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• Sequence decision-making
• No gold-standard solutions 

• The model must explore for the best strategy

Reinforcement Learning
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Reinforcement Learning: Formulation

• Environment (Task)
• Observation
• Transition
• Reward

• Agent / Policy
• Input: observation
• Output: action 
• Objective: maximize reward

• Key components
• Environment
• Action; Observation; Reward
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• Reinforcement Learning
• Massive self-generated data
• Trial-and-error

• Both good data and bad data
• Clear Task & Reward function

• Language Model
• A large prepared training corpus
• No exploration needed

• Next token prediction
• No reward/task

Reinforcement Learning v.s. Language Model

How to connect them?
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• An instruction following challenge for a “usable” GPT
Instruct Following Meets GPT

Instruction

Action
Reward???
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• Key challenges for GPT following instructions
• Complex & diverse instructions 极其复杂的指令，任务多样
• Non-trivial reward evaluation 很难评估奖励完成度

• Solution: InstructGPT (OpenAI, 2022)

Instruct Following Meets GPT
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• Key challenges for GPT following instructions
• Complex & diverse instructions 极其复杂的指令，任务多样
• Non-trivial reward evaluation 很难评估奖励完成度

• Key Ideas of InstructGPT
• Collect human feedbacks
• 使用人类的反馈训练GPT

• Human labeler can judge
   human instructions

InstructGPT
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• InstructGPT follows complex instructions

InstructGPT
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• InstructGPT reduces hallucinations

InstructGPT

How to train InstructGPT?
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• Goal: fine-tune GPT to follow human instructions
• 微调GPT来遵从人类指令

• How to collect human data for fine-tuning?
• We need to collect prompts （收集人类指令）
• We need to collect responses for the prompts （收集指令的反馈）

• A Language Modeling Perspective
• Collect human demonstrations & next-token-prediction

InstructGPT Explained

Supervised Fine-Tuning (SFT)
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• Goal: fine-tune GPT to follow human instructions
• 微调GPT来遵从人类指令

• SFT: fine-tuning on human demonstrations

• What about the RL perspective?
• Pros: GPT can self-explore & RL is powerful
• Cons: Reward????

InstructGPT Explained
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• Goal: fine-tune GPT to follow human instructions
• 微调GPT来遵从人类指令

• SFT: fine-tuning on human demonstrations

• What about the RL perspective?
• Pros: GPT can self-explore & RL is powerful
• Cons: Reward????

• Key Idea: RL with a learned reward
• Generate multiple outputs

• 生成多个输出
• Ranking by humans

• 人类排序
• Learn a reward model

• 学习一个满足偏序的奖励函数

InstructGPT Explained

Reinforcement Learning 
from Human Feedback

(RLHF)
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InstructGPT Explained
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• The overall pipeline

InstructGPT Explained

SFT
Reward RLHF
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• InstructGPT / ChatGPT 总体流程
• Pre-trained base model

• Massive corpus
• Post-train using human feedback

• SFT: human demo
• RLHF: human preference

• Pre-train v.s. Post-train
• Data: massive v.s. high-quality（海量 v.s. 高质量）
• Objective: compression v.s. instruction following（压缩 v.s. 指令遵从）
• Dynamics: static v.s. online feedback（静态数据集 v.s. 在线反馈收集）

• Comment: the post-train phase is also called the alignment phase（对齐）
• Align the LLM to human preferences（将语言模型和人类偏好对齐）

Pre-train v.s. Post-train
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• Why do we need RLHF? Or Isn’t SFT sufficient for post-train?
• The InstructGPT result

SFT v.s. RLHF

Any insights?
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Hallucination

• SFT-based post-training causes Hallucination
• From John Schulman’s talk at Berkeley (Apr, 2023)

• A thought experiment:
• Suppose ChatGPT’s knowledge cut-off is 2023.
• Let’s fine-tune ChatGPT using SFT to describe EuroCup 2024.
• What will happen?
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Hallucination

• SFT-based post-training causes Hallucination
• From John Schulman’s talk at Berkeley (Apr, 2023)

• A thought experiment:
• Suppose ChatGPT’s knowledge cut-off is 2023.
• Let’s fine-tune ChatGPT using SFT to describe EuroCup 2024.
• GPT does not know this fact, so we may just teach it to hallucinate!
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• SFT-based post-training causes Hallucination
• RLHF can help uncertainty awareness

• Key Idea: a properly designed reward fixes the hallucination issue
• 存在一种可能得奖励函数，鼓励模型在不知道的时候说不知道

Hallucination

A good reward 
model matters!
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• SFT-based post-training causes Hallucination
• RLHF can help uncertainty awareness (with a proper reward model)
• RL can also improve model capacity

Hallucination
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• SFT-based post-training causes Hallucination
• RLHF can help uncertainty awareness (with a proper reward model)
• RL can also improve model capacity
• A thought experiment: “Who won the 2026 world cup?”

Hallucination

0.3
0.4 0.3

Pretrained-model

Probability

𝐸𝐸𝐸𝐸𝐸𝐸 𝐴𝐴𝐴𝐴𝐴𝐴 𝐼𝐼𝐼𝐼𝐼𝐼Answer
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• SFT-based post-training causes Hallucination
• RLHF can help uncertainty awareness
• RL can also improve model capacity
• A thought experiment: “Who won the 2026 world cup?”

Hallucination

0.3
0.4 0.3

Pretrained-model

Probability

𝐸𝐸𝐸𝐸𝐸𝐸 𝐴𝐴𝐴𝐴𝐴𝐴 𝐼𝐼𝐼𝐼𝐼𝐼Answer SFT

{“I don’t know”}
0.2 0.2

0.6

SFT-model

Probability

𝐸𝐸𝐸𝐸𝐸𝐸 𝐴𝐴𝐴𝐴𝐴𝐴 𝐼𝐼𝐼𝐼𝐼𝐼Answer
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• SFT-based post-training causes Hallucination
• RLHF can help uncertainty awareness
• RL can also improve model capacity
• A thought experiment: “Who won the 2026 world cup?”

Hallucination

0.3
0.4 0.3

Pretrained-model

Probability

𝐸𝐸𝐸𝐸𝐸𝐸 𝐴𝐴𝐴𝐴𝐴𝐴 𝐼𝐼𝐼𝐼𝐼𝐼Answer RLHF

{“I don’t know”, +0.5}
{“Spain”, -4}
{“Argentina”, -4}

0.01 0.02

0.97RLHF-model

Probability

𝐸𝐸𝐸𝐸𝐸𝐸 𝐴𝐴𝐴𝐴𝐴𝐴 𝐼𝐼𝐼𝐼𝐼𝐼Answer
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• SFT-based post-training causes Hallucination
• RLHF can help uncertainty awareness
• RL can also improve model capacity
• A thought experiment: “Who won the 2026 world cup?”

• Remark#1: Self-exploration enables better model capacity!

Hallucination

0.3
0.4 0.3

Pretrained-model

Probability

𝐸𝐸𝐸𝐸𝐸𝐸 𝐴𝐴𝐴𝐴𝐴𝐴 𝐼𝐼𝐼𝐼𝐼𝐼Answer RLHF

{“I don’t know”, +0.5}
{“Spain”, -4}
{“Argentina”, -4}

0.01 0.02

0.97RLHF-model

Probability

𝐸𝐸𝐸𝐸𝐸𝐸 𝐴𝐴𝐴𝐴𝐴𝐴 𝐼𝐼𝐼𝐼𝐼𝐼Answer
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Hallucination

0.3
0.4 0.3

Pretrained-model

Probability

𝐸𝐸𝐸𝐸𝐸𝐸 𝐴𝐴𝐴𝐴𝐴𝐴 𝐼𝐼𝐼𝐼𝐼𝐼Answer RLHF

{“I don’t know”, +0.5}
{“Spain”, -4}
{“Argentina”, -4}

0.01 0.02

0.97RLHF-model

Probability

𝐸𝐸𝐸𝐸𝐸𝐸 𝐴𝐴𝐴𝐴𝐴𝐴 𝐼𝐼𝐼𝐼𝐼𝐼Answer

• SFT-based post-training causes Hallucination
• RLHF can help uncertainty awareness
• RL can also improve model capacity
• A thought experiment: “Who won the 2026 world cup?”

• Remark#1: Self-exploration enables better model capacity!
• Remark#2: SFT only leverage positive samples, but negative samples also matters!
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Hallucination

0.3
0.4 0.3

Pretrained-model

Probability

𝐸𝐸𝐸𝐸𝐸𝐸 𝐴𝐴𝐴𝐴𝐴𝐴 𝐼𝐼𝐼𝐼𝐼𝐼Answer RLHF

{“I don’t know”, +0.5}
{“Spain”, -4}
{“Argentina”, -4}

0.01 0.02

0.97RLHF-model

Probability

𝐸𝐸𝐸𝐸𝐸𝐸 𝐴𝐴𝐴𝐴𝐴𝐴 𝐼𝐼𝐼𝐼𝐼𝐼Answer

• SFT-based post-training causes Hallucination
• RLHF can help uncertainty awareness
• RL can also improve model capacity
• A thought experiment: “Who won the 2026 world cup?”

• Remark#1: Self-exploration enables better model capacity!
• Remark#2: SFT only leverage positive samples, but negative samples also matters!

But there will always be latest knowledge that the LLM does not know!
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Inference-Time Enhancement

……
Hallucination!
(Real Madrid also won the 2024 title)

What will you do for this question?
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Inference-Time Enhancement
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Inference-Time Enhancement

• Retrieval-Augmented Generation (RAG)
• Before the LLM generates a response, we perform an additional retrieval step  

and put the results in the context
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Inference-Time Enhancement

• Retrieval-Augmented Generation (RAG)
• Before the LLM generates a response, we perform an additional retrieval step  

and put the results in the context
• We can easily update the model knowledge without the need of re-training
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Inference-Time Enhancement

• What about a reasoning question?
• E.g., compute 24 using 4, 4, 7, 7

What will human do?
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Inference-Time Enhancement
• OpenAI o1 model (2024)

• Large Reasoning Model (LRM). An LLM “thinks” before giving a respond

Lecture 10, Deep Learning, 2025 Spring 
OpenPsi @ IIIS

4/21 Copyright @ IIIS, Tsinghua University 79

De
ep
 L
ea
rn
in
g,
 S
pr
in
g 
20
25
 

II
IS
, 
Ts
in
gh
ua
 U
ni
ve
rs
it
y



Inference-Time Enhancement
• OpenAI o1 model (2024)

• Large Reasoning Model (LRM). An LLM “thinks” before giving a respond

We want a model that can be stronger after thinking longer

Lecture 10, Deep Learning, 2025 Spring 
OpenPsi @ IIIS

4/21 Copyright @ IIIS, Tsinghua University 80

De
ep
 L
ea
rn
in
g,
 S
pr
in
g 
20
25
 

II
IS
, 
Ts
in
gh
ua
 U
ni
ve
rs
it
y



In-Context Learning in GPT-3 (Recap)

• In GPT-3, if more examples are in the context, the accuracy is higher
• longer context  higher accuracy

Lecture 10, Deep Learning, 2025 Spring 
OpenPsi @ IIIS

4/21 Copyright @ IIIS, Tsinghua University 81

De
ep
 L
ea
rn
in
g,
 S
pr
in
g 
20
25
 

II
IS
, 
Ts
in
gh
ua
 U
ni
ve
rs
it
y



Inference-Time Enhancement

• OpenAI o1 model (2024)
• Large Reasoning Model (LRM). An LLM “thinks” before giving a respond
• Idea: we can allow model to think by having a longer context

Intermediate tokens not 
visible to users
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Inference-Time Enhancement

• OpenAI o1 model (2024)
• Large Reasoning Model (LRM). An LLM “thinks” before giving a respond
• Idea: we can allow model to think by having a longer context
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Inference-Time Enhancement

• Large reasoning models enable inference-time scaling
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Inference-Time Enhancement
• How to derive a reasoning model?

• Let’s prompting it!
• Chain-of-thought prompt (Google, 2022)

提示词

（prompt）

深度思考

（thinking）

输出结果

（output）
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Inference-Time Enhancement
• How to derive a reasoning model?

• Let’s prompting it!
• Chain-of-thought prompt (Google, 2022)

• Tune the prompts to encourage the model think before responding

提示词

（prompt）

深度思考

（thinking）

输出结果

（output）
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Inference-Time Enhancement
• How to train a reasoning model?

• Key challenge: how to obtain the best “thinking” tokens to 
train an LLM???

• Supervised training?
• There is no “correct” thinking tokens, we only care about answers 

• Reinforcement Learning
• Let the LLM self-explore the thinking tokens
• Reward???

• Remark: since the exploration space is huge, we must ensure the 
reward is ACCURATE!!!

提示词

（prompt）

深度思考

（thinking）

输出结果

（output）
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提示词

（prompt）

深度思考

（thinking）

输出结果

（output）

RL for Reasoning Model

• RL training for reasoning models
• Environment/Task

• Prompts that require long thinking (e.g., math, coding, logic, etc)
• Action

• Thinking tokens
• Output tokens

• Reward
• Binary: +1 if output is correct; -1 if no.

标准答案
Ground-truth 

Solution
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RL for Reasoning Model

• RL training for reasoning models
• Environment/Task

• Prompts that require long thinking (e.g., math, coding, logic, etc)
• Action

• Thinking tokens
• Output tokens

• Reward
• Binary: +1 if output is correct; -1 if no.

LLM
Reasoning 
problems 
(prompt)

Answer Verifier

24 by 4,4,7,7

24 by 4,4,7,7

Let’s first try 
4+4 …

Answer 
(4+4)*(7+7)

24 by 4,4,7,7

Let’s consider 
4/7 …

Answer 
7*(7-4/7)

RL algorithm 
(SGD)
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From RLHF to Post-Training Scaling

• RL is a new engine to scaling intelligence 
• Longer RL training leads to stronger reasoning performances

During RL training, the model thinks more
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From RLHF to Post-Training Scaling

• RL is a new engine to scaling intelligence 
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From Reasoning to Acting

• An LLM can also interact with a real environment
• When an LLM interacts with the outside world, it is often called an “LLM agent”
• We can also use RL to train an LLM agent
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From Reasoning to Acting

• Expanding RAG to Multi-Turn Deep Research (OpenAI, 2025)
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From Reasoning to Acting

• General-purpose LLM agent assistant (example from Manus.AI 2025)
• A new form of smart software for the future
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Conclusion
• Pretraining Transformers

• Encoder-style pretraining (BERT): task-centric
• Decoder-style pretraining (GPT): next-token prediction

• Scaling Law and Large Language Models
• GPT leads to the scaling law and emergent capacities of LLMs
• Larger model + better data + more compute  better models

• Post-training Language Models and More Applications
• RLHF for a usable GPT (GPT-3 to ChatGPT)
• Reasoning models think before answer

• More thinking leads to better outputs (inference-time scaling)
• RL training leads to better reasoning models (post-training scaling)
• LLM can interact with the outside to become an LLM agent

Lecture 10, Deep Learning, 2025 Spring 
OpenPsi @ IIIS

4/21 Copyright @ IIIS, Tsinghua University 95

De
ep
 L
ea
rn
in
g,
 S
pr
in
g 
20
25
 

II
IS
, 
Ts
in
gh
ua
 U
ni
ve
rs
it
y



Thanks

• Embrace the era of AGI!
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